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ABSTRACT 

In this paper we consider metric isomorphisms of Markov shifts which are also 
isomorphisms of the hyperbolic structures of the shift spaces. We prove that 
such isomorphisms need not be finitary, and that finitary isomorphisms need not 
preserve the hyperbolic structures unless they have finite expected code lengths. 
In particular we show that certain explicitly computable invariants previously 
associated with finitary isomorphisms with finite expected code lengths are, in 
fact, invariants of the hyperbolic structure of the Markov shifts. 

1. Introduction 

While the interplay between the metric and sequential (and hence topological) 

structures of Markov shifts has been investigated in great detail and has led to a 

number of significant results on the classification of Markov shifts under various 

notions of equivalence, ranging from measure preserving topological conjugacy 

to finitary isomorphism, very little is known about the connection between the 

metric and the hyperbolic structures of Markov shifts, or, equivalently, about the 

classification of Markov shifts under metric isomorphisms which are also 

isomorphisms (up to null sets) of the hyperbolic structures of the shift spaces. 

Such isomorphisms are not only of geometric interest, but they also appear to be 

linked intimately with the problem of classifying certain operator algebras 

associated with the Markov shift, and some of the invariants we obtain are 

related to dimension groups and modules associated with these algebras (cf. [3], 

[5], [6] and [15] for further details). 

In this paper we construct a family of invariants of the hyperbolic structure of 

a Markov shift which allow us to conclude that metric isomorphisms of Markov 

shifts cannot - -  in general - -  be replaced by hyperbolic structure preserving 

isomorphisms in the sense decribed above. These invariants consist of two easily 
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computable countable subgroups F and A of the multiplicative group of positive 

real numbers such that F D A and F/A is cyclic, a distinguished generator cA of 

the quotient group F/A, and the cohomology class of the information cocycle of 

Markov shift. Exactly the same invariants have arisen in earlier investigations by 

W. Krieger, W. Parry and the author in the context of finitary isomorphisms of 

Markov shifts with finite expected code (and inverse code) lengths (cf. [7], [9], 

and [10], where these invariants are discussed in some detail). This connection 

between hyperbolic structure preserving isomorphisms and those with finite 

expected code lengths is quite natural - -  at least in one direction: every 

isomorphism with finite expected code lengths is easily seen to induce an 

isomorphism of the hyperbolic structures of the Markov shifts (cf. Proposition 

4.4). The remarkable feature of the results presented in this paper is that these 

invariants extend to a class of isomorphisms which need not even be finitary (cf. 

Theorem 4.3). 
The paper is organized as follows: in §2 we consider an ergodic Markov shift 

Tp on a shift space (Xp, mp), describe the hyperbolic structure of Xp, and 

introduce two equivalence relations, Rp and R~,, on Xp which are associated 
with this hyperbolic structure. The group invariants Fp and Ae are obtained as 

the sets of values of the Radon-Nikodym derivatives of these equivalence 

relations (Theorem 2.1). In §3 we consider the information cocycle ~p of the 

shift Tp, defined on the equivalence relation Rp, and prove that the cohomology 
class of the cocycle ~p is an invariant of hyperbolic structure preserving 

isomorphisms (Theorem 3.2). This fact allows us to derive a number of further 
invariants of the hyperbolic structure of the Markov shift (Remark 3.3). In §4 we 

turn to finitary isomorphisms and prove that hyperbolic structure preserving 
isomorphisms need not be finitary (Theorem 4.3). The results of the previous 

sections imply that finitary isomorphisms need not be isomorphisms of the 

hyperbolic structures of the Markov shifts. Proposition 4.4, however, shows that 

finitary isomorphisms with finite expected code (and inverse code) lengths do 

preserve the hyperbolic structure. The invariants Fp, Ap and ~p sometimes make 

it possible to determine the direction in which an isomorphism of Markov shifts 

must fail to have finite expected code length (Remark 2.2, Remark 3.4 and 

Theorem 4.5). For the group Ap this result had already been obtained by W. 

Krieger ([7]). 

2. The hyperbolic structure of a Markov shift 

Let P = (P(i, i'), 1 =< i,i'<= k)  be an irreducible, stochastic matrix and let 

p-  = (p-( i) ,  1 <= i <-_ k)  be its left eigenvector with eigenvalue I and E1_<_~<kp-(i) = 
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1. We deno te  by Xp the space of sequences  x = (xn, n ~ Z) E {1 . . . . .  k} z with 

P(x . ,x ,+O>O for  all n @ Z  and write We :Xe--->Xe for  the shift (Tex),  = x.+l. 

The  set Xe is a closed, Te- invar iant  subspace  of the compac t  space  {1 . . . . .  k} z, 

and we define a Te- invar iant  M a r k o v  probabi l i ty  measu re  me on Xe by setting, 

for every  cyl inder  set C = [io . . . . .  i~], = {x ~ Xe: x,+m = i,~ for  0 =  < m _-< s}, 

(2.1) m e ( C )  = p (io)P(i,,, i t ) ' "  P(is-1, i,). 

The  a u t o m o r p h i s m  Te of the probabi l i ty  space (Xp, me)  is called an ergodic 

Markov shi[t. For  every  point  x E Xe we define the stable and unstable 

mani[olds W~ and W7 of x by 

(2.2) W~ = {x' E Xp : x ', = x. for  all sufficiently large n > 0} 

and 

(2.3) W~, = {x'  E Xe : x'_, = x_. for  all sufficiently large n > 0}. 

If Q = (Q(j, j ' ) ,  1 =< j, j'-<_ 1) is ano the r  i rreducible,  s tochast ic  matr ix  and To 

the associa ted M a r k o v  shift on the shift space (Xo, mo) then we call the shifts Tp 

and  To isomorphic if there  exists a measu re  preserv ing  i somorph i sm ~: Xe ~ Xo 

with 

(2.4) ~Te = To~p me-a.e .  

The  i somorph i sm q~ is said to be hyperbolic structure preserving if there  exist null 

sets Ep C Xe and Eo C Xo such that  

(2.5) q ~ ( W ~ \ E ~ ) =  W~(~,\Eo and q~(W~\E~)= W~(~,\Eo 

for  every  x ~ Xe. Speaking  loosely,  a hyperbol ic  s t ructure  preserv ing  i somor-  

phism preserves  stable and unstable  manifo lds  up to null sets. 

We  define an equiva lence  relat ion Re C Xp × Xe on the space Xe by saying 

that  (x, x ' ) E  Re, x = (x.) ,  x ' =  (x',), if there  exist natural  number s  m, m ' ,  n, n '  

with 

(2.6) x . . . .  = x_',,,_, and x,+~ = x,',+~ 

for  all s => 0. We  also define a subre la t ion  R ~, of Re consist ing of all (x, x ' )  E Re 

for  which m = m '  and n = n' in (2.6). T h e  coun tab le  equ iva lence  re la t ions  Re 

and R ;, are easily seen to be  measurab le  and nonsingular  (cf. [4]), and we r e m a r k  

in passing that  they  are bo th  a m e n a b l e  in the sense of [2]. If Ro and R ~, are the 

cor responding  objec ts  for  the shift space Xo, and if ~o : Xe ~ Xo is a hyperbol ic  

s t ructure  preserv ing  i somorph i sm,  then  we may  - -  and shall - -  a s sume  wi thout  
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loss in generality that the null sets Ee and Eo in (2.4) are saturated with respect 

to Re and Ro, respectively (i.e. unions of equivalence classes). Under  this 

assumption the isomorphism ~o satisfies that 

(2.7) 

and 

(2.8) 

where 

,p(Z'(Rp \(Ee x Ep))=  Ro \(Eo x Eo) 

~o(2'(R'p\(Ee × Ee))= R~\(Eo x Eo), 

~p~2): Xe × Xe ~ Xo × Xo is the map ~2)(x, x') = (~o(x), ~p(x')). The 

Radon-Nikodym derivative re of the equivalence relation Re can be computed 

explicitly and is given by 

(2.9) rp (x, x') = dmp(m)/dmp(x')= -,,~s~,-,l--I P(xs, x,÷~)/_,,~_,~_,,_,I-I e(x',,X[+l) 

for all (x, x ' )E Re given by (2.6). Since ~o is measure preserving, we may assume 

that 

(2.10) re(x, x') = ro( ~o(x ), ~o(x')) 

for every (x ,x ' )ERe\ (Ee  x Ee) (cf. (2.7)). As in [10] we denote by Fe the 

multiplicative group of positive real numbers consisting of all ratios of the form 

(2.11) o~_," P(i,, i ,+ , ) /o~  P(i',, i/+t) 

with m, n > 0 ,  1 =< is, i', -< k, io = i,.+~ = i~ = i.'+1, and such that both the numerator 

and the denominator in (2.11) are nonzero. The subgroup of Fe consisting of all 

ratios of the form (2.11) with m = n will be denoted by Ae. Note that 

re (x, x') ~E Fe for all (x, x') E Rp, and that re (x, x') E Ae whenever (x, x') E R ~,. 

We also recall from [10] that the quotient group r'e/Ae is cyclic: there exists a 

positive real number ce with 

(2.12) 1-I P(i~,is+l)Ec~Ap 
O ~ s ~ m  

whenever m > 0, 1 <= i, < k, io = i,,, and P(io, i l ) ' "  P(i,,, i,,÷1) > 0. By combining 

(2.5) with (2.7)-(2.12) we have proved the following theorem. 

2.1. THEOREM. Let P and O be irreducible, stochastic matrices and assume 
that there exists a hyperbolic structure preserving isomorphism q~: Xe ~ Xo 
between the corresponding Markov shifts Tp on (Xe, rap) and To on (Xo, too). 
Then Fp = Fo, Ap = Ao and c ~Ap = c ~ o ,  where d denotes the period of P (or Q ). 
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2.2. REMARK. Let P and Q be irreducible, stochastic matrices and assume 

that there exists a measure preserving isomorphism q~ : Xp -* Xo of the Markov 

shifts Tp and To and a null set Ee C Xp with the property that ~p(W~\E~)C 

W~I,I and q~(W]\Ep)C W~t~ for every x E Xe. From (2.7) and (2.8) it is clear 
that ~ot2)(Rp\(Ep x Ep))C Ro and ~o(2)(R~,\(Ep x Ep))C Rb,  and (2.9)-(2.12) 

imply that, under these assumptions, F~ C Fo, Ap C Ao and c~Ap C c~Ao. 

3.  T h e  i n f o r m a t i o n  c o c y c l e  

Let P = (P(i, i'), 1 _-< i, i' =< k) be an irreducible, stochastic matrix, and let Re 

denote the equivalence relation introduced in (2.6). We define the information 

cocycle ~ p ( . , . ) :  Re ~ R  of the Markov shift Tp (or, more precisely, of the 

equivalence relation Rp) by setting 

(3.1) ~e(x,x')=lOg {o.=~=,_ P(x,,x,+,)/o<=~=.,_ P(x:,x:+,)} 

whenever (x, x') E R ,  are given as in (2.6) (for the general terminology we refer 

to [4], [8] and [11]). This definition is - -  apart from an inessential generalization 

- -  equivalent to the one given in [1] and [12] and can be put into a more familiar 

form by introducing the group [Re] of all nonsingular automorphisms V of 

(Xp, me) with (Vx, x)E Re for me-a.e, x E X,, and by setting 

1e(V,X)= pe(VX, x) 

V ~ [Re], x E Xe. The map Je : [Re] x X~ ~ R satisfies the cocycle 

(3.2) 

for every 

equation 

(3.3) Je(VW, x)=Je(V, WX)+ Je(W,x) me-a.e. 

for all V, W E [Re]. For V = Te, Je(Te," ) is essentially the information function 

of the Markov shift 

(3.4) Jp(Tp, x) = - log P(xo, x,) 

for every x = (x , )E  Xe. In particular, 

(3.5) f J~.(Te," )ame = h(Te), 

where h(Tp) is the entropy of Te. We denote by F~. and A~. the (additive) 

subgroups of R given by 

(3.6) F~, = {log T: 3' E Fe}, ' - Ae - {log 6 : 6 C Ae}. 
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Remark 5.3 in [10] implies the existence of a function u : Xe ~ R depending only 

on the zero coordinate (i.e. u(x )=  u(xo)) such that 

(3.7) Pe (x, x') - u (x) + u (x') ~ F~, 

for every ( x , x ' )E  Re. This allows us to define cocycles ~ , :  Re--->F~, and 

J~,: [Re]---> F~, by setting 

(3.8) 

and 

(3.9) 

p'~(x, x') = Pe (x, x ' ) -  u(x ) + u(x') 

J',,(v, x) = 1e(V, X)-- u(Vx)+ U(X) 

for every (x, x ' )G Rp and V E [Rp]. 

Now assume that Q = (Q(j,j ') ,  1 <= j, j'<= 1) is another irreducible, stochastic 

matrix and that there exists a hyperbolic structure preserving isomorphism 

q~ : Xe --* Xo of the corresponding Markov shifts Te and To. We write F~, A5 for 

the groups defined by (3.6) with Q replacing P and denote by ~o,  Jo, J S a n d  J~, 

the four versions of the information cocycle for the Markov shift To analogous 

to (3.1), (3.2), (3.8) and (3.9). According to (2.7) we can define a cocycle 

q~,JS: Re---~ F~,= F~, by setting 

(3.10) q~,~CS(x, x') = pS(~o (x), ~o(x')) 

for all ( x , x ' ) ~  Re \ (Ee  x Ee), and by setting ~ o , J S =  0 on Re O (Ee x Ee). By 

q~,JS: [Re] x Xe--* FI, we denote the cocycle 

(3.11) ~o,JS( V, x) = ~o,o¢~)(Vx, x). 

3.1. THEOREM. Let P and Q be irreducible, stochastic matrices and assume 
that there exists a hyperbolic structure preserving isomorphism q~ : Xp --> Xo of the 

corresponding Markov shifts Tp and To. Then the cocycles o~'e and ¢p,~ ~ (or, 

equivalently, J'~ and ~p,J~) are cohomologous. In other words, there exists a 

measurable function f: Xp --> F'e such that, for every V E [Rp], 

(3.12) J ' e ( V , x ) - ~ o , J ~ , ( V , x ) = f ( V x ) - f ( x )  me-a.e. 

PROOF. We shall prove (3.12) by establishing it for all V in successively 

bigger subgroups of [Re], but first we have to set up some notation. Denote  by 

ap ={[1]0 . . . . .  [k]o} the state partition of Xp and let, for every r, s with 

-oo <= r < s <= oo, Me (r, s) be the tr-algebra generated by { T;,map : r <= m <= s}. 
For every n E Z and x E Xp we define sets W~(P, n) and WT(P, n) by 



Vol. 55, 1986 

(3.13) 

and 

(3.14) 

For fixed 

ISOMORPHISMS OF MARKOV SHIFTS 

W ~ ( P , n ) = { x ' ~ X p :  x',,= x,, for all m >--n} 

219 

u t _ _  W ~ ( P , n ) = { x ' E X p :  x , , -  xm for all m <-n}. 

n, the sets {W',(P,n): x E Xe} form the atoms of the cr-aigebra 

Mp(n, oo), and we write {ix~e'"): x E Xp} for the associated decomposition of the 

measure mp with the properties that lx~e'")(W~(P, n ) ) =  1 for all x and that 

Iz~P'")(B ) = E(XB [ Mp(n, oo))(x ) me-a.e, for all Borel sets B C Xp, where XB is the 

indicator function of B, and where E ( .  I" ) denotes conditional expectation with 

respect to the measure rap. The analogous decomposition of me with respect to 

the o'-algebra ~ , ( - o o ,  n) will be denoted by {7:~""): x EXe} .  By O~o, ~o(r , s ) ,  
s u (O,n) W,(Q, n), Wy(Q, n),/z~ °'") and ~,, we denote the analogous objects for the 

space Xo. Our assumptions on ~o imply that, for mp-a.e, x E X~, and for every 

n E Z ,  

and 

_ ,  , ))} Izt~ e'") I,.) ~o (W~tx~(O, m = 1 
m E Z  

~o ( W , , ~ ( O , m )  = 1. 
m E Z  

For every e > 0 we can thus find an integer M = M ( e ) >  0 such that, for every 

n E Z, the sets 

(3.15) 
and 

(3.16) 

satisfy that 

(3.17) 

and 

(3.18) 

DS(n, e ) = { x  E Xp: p.~""~(ff,-'(W~,(O, n + M ) ) ) >  1 - e} 

( P , n )  - I  u D " ( n , e ) = { x E X p :  u~ (~o ( W ~ ( x ) ( O , n - M ) ) ) > l - e }  

me(D~(n ,e ) )> 1 -  e 

mp(D"(n, e))> I - e. 

With this notation at hand we turn to the proof of (3.12). Let 

F+p(n) = {V E [Rp]: (Vx),, = x,, mp-a.e., for every m - n}, 

F-e(n) = {V E [Re]: (Vx)m = x,, mp-a.e., for every m => n}, 
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and let 

F~, = F~,(0), F~, = F~(0). 

By Fo we denote the subgroup of all measure preserving elements in [Re]. Fix 

e > 0  and choose M = M(e)  as in (3.15)--(3.18). Clearly, J~(V, . )=O for all 

V E F~, t"l Fo. We apply (3.16) and (3.18) with n = M to conclude that, for every 

measure preserving V E F+e(M), and for mp-a.e, x E D"(M, e), 

~P'm({x': (~0 (x')),, = (~o ( Vx')),, for all m =< 0}) > 1 - 2e. 

From the fact that ~0V~o -~ preserves mo and from the definition of ~o,J`3 (cf. 

(3.1), (3.9) and (3.11)) it is clear that, for a.e. x E D " ( M , e ) ,  

(3.19) 

so that 

(3.20) 

tz~'M~({x': ~ , I , 3 ( v ,  x ' )  ~ 0}) < 2e,  

m,, ({x': ~ ,J`3( V, x')  ~ 0}) < 3e 

* Te VT~ with for every V E F*p(M) tq Fo. Every W E Fe  can be written as W -- M -M 

V • F~(M), so that 

, p , / ` 3 ( W , x ) =  , M , ~, , - ~  q~ ,Jo(Te ,  VT-eMX) - ~p,Jo(Te, TpMx)+ q~ ,Jo(V, Tp x). 

By varying e we conclude from (3.20) that the cocycle J`3 is bounded on F~ Iq Fo 

in the following sense: for every 8 > 0 there exists a finite set C C F~, such that 

mp ({x:~p,J`3(W, x)~_ C})< 8 for all W ~ F~, n Fo. By [8] or [11], the cocycle 

¢ ,J `3  is a coboundary on F+enFo, i.e. there exists a measurable function 

g: Xe --* F~, with ~o,J`3(W, x) = g(.Wx) - g(x)  me-a.e., for every W E F~, n Fo. 

Our next aim is to prove that 

(3.21) ~o,J`3(W,x)=log((dmpW/dm~,)(x))+g(Wx)-g(x) me-a.e., 

for every W E F~ (note that Iog((dm,,W/dmp)(x)) = log r~,(Wx, x) E F~, a.e. - -  

cf. (2.9)). We fix W E F~,. An elementary argument shows that there exists a 
+ 

sequence (W,:  n = 1)C F ,  with (W,x)m = x,, mp-a.e., for all rn = n, and such 

that WW. preserves me for all n => 1. Clearly, l i m . f .  W, = f in the topology of 

convergence in measure, for every measurable function f:  Xp ~ F~,. The defini- 

tion of ~p,J`3(W,,.), together with (3.16) and (3.18), implies that 

l im.(w,J`3(W,, . ) - log(dmpW,/dmp))=O in the topology of convergence in 

measure. Furthermore,  

log( dmp WW" / dmp ) = Iog( dmp W / dmp ). W" + log( dmp W" / dmt, ) = 0 for every n, 
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so that 

g-  W - g = lim (g.  W W ' , -  g) 
n 

= lim q~,J~(WW'.)  
n 

= ~p ,J•(W, • ) - log(dmpW/dmp). 

This proves (3.21) for W E F~. Since J~(W,. ) = Iog(dmpW/dmp) for all W E F;, 

we have proved that the cocycle c = J~,- q~,J5 has the form 

(3.22) c(W, x) = g ( W x ) -  g(x) mp-a.e., 

for every W E F; .  In a similar manner one can apply (3.15)--(3.18) to show that, 

for every measure preserving V E F ; , ( -  M), and for a.e. x E D '  ( -  M, e), 

(3.23) 

so that 

(3.24) 

v~"-M'({x': ,p,JS(v, x')¢ 0})< 2e 2, 

mp ({x': ~,,]5(v, x')~ 0 } ) <  3e 2 

for all such V, As before we conclude the existence of a measurable function 

h : Xp ~ F~, with 

(3.25) c(W,x)  = h ( W x ) -  h(x) mp-a.e., 

for every W E F;,. In order  to combine (3.22) and (3.25) we write F* for the 

group F;, .  F~, = { V W  : V E F-p, W E F+e}. Since 

c(VWx, x) = h ( V W x ) -  h (Wx)+ g ( W x ) -  g(x) for every V ~ F~,, W E F~,, 

the cocycle c is bounded on the group F* n Fo in the sense just described, and 

we conclude the existence of a single measurable function f': Xp ---) F~, with 

(3.26) c(V, x) = f ' ( V x ) - f ' ( x )  mp-a.e., 

for every V E F*, We continue by setting, for every V E [Re] and x E Xe, 

c'(V, x) = c(V, x ) - / ' ( V x ) +  /'(x). 

From (3.26) it follows in particular that c'(T"eVT~", T;x)  = 

c'(T"e, V x ) -  c'(T;, x) = 0 a.e., whenever V E F* and T"eVT-e" E F*. For fixed n, 

the set {V E F*: T~,VT;,"E F*} is a subgroup of F* whose ergodic components  

are given by [i]0 O [i '] , ,  1 =< i, i' =< k. For every n => 1 the function c'(TT,,. ) thus 

only depends on the coordinates 0 and n, and we conclude that c'(Tp, x )= 
ot + u (Tpx) -  u(x) a.e., where a E R  and where u: Xp---) R is a function of the 
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zero coordinate: u(x )=  U(Xo). Finally we note that 

~ = f )dine = f J'e(Te," ) d i n e - f  J~(To," )dmo = h(Te) - h(To)=O.  

By adding a constant to u in order to make sure that u (x) ~ F~, for all x and by 

setting f = f '  + u we have proved (3.12) for all V in the group G generated by Te 

and F*. We denote by [G] the group { V E [Rp]: Vx E Gx me-a.e.}, observe that 

[G] = [Re], and note that (3.12) holds for all V E [G]. This complets the proof 

of the theorem. [[] 

3.2. REMARK. Theorem 3.1 implies in particular that the information co- 

cycles ~e and ~0,~o are cohomologous. Hence the information functions Ie and 

Io of the Markov shifts Te and To are related by the equation 

(3.27) Ie(x) = log(p-(xt)/p-(xo)P(xo, xt)) = Io (q~(x))+ g ( T e x ) -  g(x) me-a.e., 

where g: Xe--* R is a measurable function. Furthermore, if ~ E Hom(F~,, R)= 
, 2 described in Hom(Fo,R), Theorem 3.1 implies that the numbers hp.,, and o'e,,~ 

2 cr~.~. The set [10, Theorems 6.1 and 6.2] satisfy that he., = ho.~ and trp.,= 
{(he.,, trY,.,): 7/E Hom(F~,, R)} is thus an invariant of the hyperbolic structure. 

3.3. REMARK. We denote by Me = Me(0,oo) and Mo = Mo(0,oo) the past 

tr-algebras of the shifts Te and To, respectively. Formulae (3.15)-(3.18) and 

their analogues for ~0 -1 can be used to show that the information functions 

I(Me I q~-l(Mo)) and I(~-'(Mo)[ Me) are both finite a.e., so that the tr-algebras 

Me and ~-'(Mo) are/-related in the sense of [1, Definition 2.1]. Theorem 3.1 is 

then a consequence of [1, Theorem 3.5], and the function f in (3.12) differs from 

I(q,-'(Mo)l Me)- I(Me I by a function depending only on the zero 

coordinate. For further details we refer to [1]. 

3.4. REMARK. A closer look at the proof of Theorem 3.1 reveals that we have 

not made full use of the fact that ~o preserves the hyperbolic structure of the shift 

spaces and that we have proved the following more general result. Let P and O 

be irreducible, stochastic matrices and assume that there exists an isomorphism 

~o : Xe ~ Xo of the Markov shifts Te and To and a null set Ee C Xe such that 

~0(WT\Ee)C W~t~) and q~(W~\Eo)C Wb(~)for every x E Xe. Then there exists 

a measurable function f: Xe ~ F~, such that, for every V E [Re], 

(3.28) J'e(V, x ) -  q~,J'(V, x) = f ( V x ) -  f (x)  me-a.e. 

(cf. Remark 2.2). This "asymmetric" version of Theorem 3.1 does not appear to 

be an immediate consequence of the methods described in Remark 3.3. 
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4. Finitary isomorphisms and the hyperbolic structure 

Let  P = (P(i ,  i '), 1 _-< i, i '  _-< k)  and Q = (Q(LJ'), 1 <-_ j,j '  <= l) be  i rreducible ,  

s tochast ic  matr ices  and let Tp and To be the associa ted M a r k o v  shifts on the 

shift spaces (Xp, mp) and (Xo, too), respect ively.  A n  i somorph i sm q~:Xp--~ Xo 

of the two shifts is called finitary if there  exist measu rab le  funct ions 

ay, my : Xp --~ N, ay ,, my-,: Xo --~ N and (shift invar iant)  null sets Np C Xp, 

No C Xo such that  

(4.1) q~(x)o = q~(x')o 

for  all x, x '  ~ Xp \ Np with x, = x ', for  - my (x)  =< n _<- ay (x), and 

(4.2) q~ '(y)o = q~-'(y')o 

for  all y, y '  (E Xo \ No with y, = y ', for  - my- , (y)  =< n _-< ay-,(y).  In this sect ion we 

shall p rove  that  hyperbol ic  s t ructure  preserv ing  i somorph i sms  are - -  in genera l  

- -  not finitary. 

In o rder  to const ruct  an example  of such an i somorph i sm we set  X = {1, - 1} z, 
z I /z = u with u ( 1 ) =  u ( -  1 )=~ ,  and deno te  by T the shift (Tx),  = x,+~ on (X,/x) .  

For  every  n = > l  and every  (i . . . . . . .  i , )~ {1 , -1 }2"+i=X(n ) ,  we choose  a 

cylinder set C(i . . . . . . .  i , )  = [ j _ , , , . . . ,  j,,]_,, C X with jk = ik for  - n -< k =< n. Put  

B,  = I,.) xt.) C(i_, . . . . .  i , )  and A ,  = B~/k B2 A .  • •/k B, .  T h e  set A = l im.  sup A ,  

satisfies that  /z ( 6  t3 A ) > 0 and /z (6  \ A )  > 0 for  every  open  set ~7 C X. T h e  

indicator  funct ion of the set A will be deno ted  by XA. 

We recall the definit ion of the equiva lence  re la t ion R '  f rom Sect ion 2 (cf. 

(2.6)), wri te  [R ' ]  for  the g roup  of (necessari ly measu re  preserving)  nons ingular  

a u t o m o r p h i s m s  V of (X, /~)  satisfying that  ( Vx, x) ~ R '  fo r / . t - a . e ,  x E X and 

put ,  for  every  M G Z, 

G+(M) = {V E [R ' ] :  (Vx),, = x,,/~-a.e., for  every  m - M} 

and 

4.1. LEMMA. 

G - ( M )  = {V E [R ' ] :  (Vx)m = Xm /z-a.e. ,  for  every  m --> M}. 

For every y E G-  = G-(O), the sum 

(4.3) d - ( y , .  ) =  ~] 3 " ( x a T " ~ , - x a T " )  
n_-->O 

converges in measure, and the resulting cocycle d-: G-  x X---~ Z is a coboundary, 

i.e. there exists a measurable function f-: X'---~Z with d-(y, x ) =  f - ( ' y x ) - f - ( x )  

I~-a.e., for every 3' E G-.  
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PROOF. For every y E G-(M) with M-_< 0 and every n ->_ 0 we have that 

Iz(T-"A A yT-"A)<----2,EE,~>. M, - ~k:k,>.-M~'~ 22k-2k" 

Hence 

Clearly 

and 

/z({x: d - ( % x ) # O } _  -< ~. Iz(T-"A ATT-"A)<=2 ~ k'  2 2k-2k' 
n~O {k:k.  - M }  

lim Y. k !- 22k-2~ = 0. 
M ~ - ~  {k:k.~-M} 

From these estimates it follows that the cocycle d- :  G -  × X---> Z is not only well 

defined, but that it is also bounded on G -  in the sense described in the proof of 

Theorem 3.2 (cf. [8] and [11]). Hence d-  is a coboundary. []  

In exactly the same manner one can prove the next lemma. 

4.2. LEMMA. For every y E G + = G+(0), the sum 

(4.4) d+(%' )  = ~'. 3" (xAT-"~ ' -  x a T - " )  
n ~ 0  

converges in measure, and the resulting cocycle d +: O + x X---> Z is  a coboundary. 

With these results at hand we can now describe an example of a hyperbolic 

structure preserving isomorphism which is not finitary. Let Tp = To = T × T, 

acting on (Xp, mp) = (Xo, mo) = (X x X,/~ ×/.Q (this is just the four-shift on 

symbols of equal probability, written in a specific way). A typical element x ~ X~ 

will be written in the form 

(4.5) x = (u, v) = ((u,, v,), n E Z), 

where u = (u,)  and v = (v,)  are elements of X. We define a measure preserving 

isomorphism ~: Xe--->Xo by setting, for every n E Z and every x = 

( (u . , v . ) ,  n ~ z )E  xp, 

(4.6) ~o(x), = (u,, v.)  if v ~  T-"A and q~(x), = ( -  u., v,)  if v E T-"A. 

From the definition of ~ it is obvious that ~pTp = To~p. 
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4.3. THEOREM. The isomorphism ~p: Xp ~ Xo defined by (4.6) is hyperbolic 
structure preserving, but not finitary. 

PROOF. First we prove that q~ is hyperbolic structure preserving. Choose a 

measurable function f - :  X- -~Z as in Lemma 4.1 such that f - y - f - =  d-(3,," ) 

/.t-a.e., for every ~/E G- .  For every m E Z, let DL(m) = {x E X: i f (x )  = m} and 

D _ ( m ) =  X x  D'_(m)C Xp. We fix m E Z  for the moment  and claim that, for 

mp-a.e, x ~ D_(m), and for tz~P'°)-a.e., x ' E D _ ( m ) ,  

(4.7) ~o (x),  = ~o (x'),  for all n -> 0. 

Indeed, if (4.7) is violated, we can find an integer k -> 0 and two disjoint subsets 

F1, Fz of D_(m) with the following properties (for notation we refer to (3.13)): 

(4.8) the set F = {x:/x~'°)(E) > 0 for i = 1, 2} satisfies that r a p ( F ) >  0, 

and 

(4.9) q~(x')k~ ~0(x")k f o r a l l x  E F, x' E W~(P,O)A F1 and x" E W~(P,O)A F2. 

Condition (4.9) implies in particular that v 'E  T-kA and v " ~  T-kA (or vice 

versa), where x ' =  (u', v') and x " =  (u", v") (cf. (4.5)), since x~ = x'~ (cf. (4.6)). 

The action of G-  is ergodic with respect to all the measures/x~ p'°), x E Xe. As a 

consequence of (4.8) we can find a 3, E G -  with mp(yF~ n F2)> 0, and (4.3) 

implies that d - ( y , x ) ~ O  for me-a.e, x EF~ n y ~F2. Since both/:1 n y-~F2 and 

y(F~ n y-IF2) = 3,F~ O F2 are subsets of positive measure in D_(m), we obtain a 

contradiction to Lemma 4.1 and to our choice of D_(m). This proves (4.7). Now 

we can find, for a.e. x E D_(m), and for every e > 0 ,  an integer N(x)<=O such 

that (4.7) is satisfied for all x ' E  W~(P,N(x)) with the exception of a set of 

/z~eN(~)-measure_-< e. By varying m and by using the fact that q~Te = Toq~ we 

conclude the existence of an me-null set E~ C Xe with ~p(W~\E1)C W~t,~ for all 

x E Xe. A similar proof, using Lemma 4.2, yields the existence of a null set 

E2CXe with q~(WT\Ez)C W~t~ ) for all x E X e .  The situation is obviously 

symmetric in P and Q, and we conclude that q~ satisfies (2.5), i.e. that q~ is 

hyperbolic structure preserving. 

In order to see that q~ is not finitary we recall the fact that, for every open set 

C X, /z(A n 6 ) >  0 and / ~ ( ( 7 \ A ) >  0. From (4.6) it is now clear that there 

cannot exist a nonempty, open set in Xe on which the map x ~ q~(x)o from Xe to 

{1, - l} is constant a.e. This completes the proof of Theorem 4.3. []  

The invariants constructed in this paper imply that finitary isomorphisms need 

not preserve the hyperbolic structure, and Theorem 4.3 shows that the hyper- 
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bolic structure may be preserved under maps which are not finitary. There exists, 

however, a very interesting class of isomorphisms which are both finitary and 

hyperbolic structure preserving. Recall that a finitary isomorphism q~ : Xp ~ Xo 
of two Markov shifts Tp and To is said to have finite expected code length if the 

functions ar and mr in (4.1) are integrable. Following [7] we note that, in this 

case, the functions 

(4.10) a **(x) = sup (at (T~"x)-  n) 
n ~ O  

and 

(4.11) m *(x) = sup (mr (T"ex)- n) 
n->0 

are both finite a.e., From these definitions it is clear that, for every x with 

a*~(x)<~,  

(4.12) q~(WT(P, a*(x))\Ne))C W~,x,(Q,0). 

Similarly, if m* (x) < ~, then 

(4.13) q~(W;(P, - m*(x))\Ne))C W~,,(Q,0) .  

4.4. PaoPosmoN. Let ~o: Xp ~ Xo be a finitary isomorphism of the Markov 
shifts Tp and To with finite expected code length or, more generally, a finitary 
isomorphism with a* < oo and m* < oo me-a.e. Then there exists a null set Ep C Xp 

with 

(4.14) q~(W~\Ee)C W~(x~ and q~(W~\Ep)C W~(x, 

for every x E Xe. If both q~ and q~-' have finite expected code length, then q~ is 

hyperbolic structure preserving. 

PROOF. The proof of this result is implicit in [7]. Choose M > 0 such that the 

set D = {x: a r (x)  = M} has positive measure. We fix n U Z and define, for every 

x E Xe, the set W"x(P, n) by (3.14). For a.e. x E Xe we can find an integer 

m > M - n with x '  = T-~"x E D. By (4.12), 

¢(W:,(P, n + m)\Np)C ¢(W~,(P, a*(x'))\Ne)C W~(,,,(Q,O), 

so that ¢(W:(P ,n ) \Ne)C  W~(x~(Q,-m) (we are assuming without loss of 

generality that ~0(Tpx) = Toe(x) for every x E Xe\Np). This implies the first 

half of (4.14), and the second half is proved in exactly the same way. [] 
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4.5. THEOREM. Let P and 0 be irreducible, stochastic matrices and let Tp and 

To be the corresponding Markov shifts on the shift spaces (Xp, rap) and (Xo, too), 

respectively. Assume that there exists a finitary isomorphism ~ : Xp ~ Xo of the 
two shifts with finite expected code length (or with a* < oo and m* < oo mp-a.e.). 
Then Fp C Fo, Ap C Ao, and CdpAp C c~Ao, where d denotes the period of P (or 

O). 

PROOF. This is an immediate consequence of Proposition 4.4 and Remark 

2.2. [] 

4.6. REMARK. An isomorphism ~: Xp ~ Xo of the Markov shifts T~ and To 

is said to satisfy the hypothesis F.E. if both q~ and q~-' have finite expected code 

lengths. If no such isomorphism exists between Tp and To, Theorem 4.5 can be 

useful in determining the direction in which q~ has to fail to have finite expected 

code length. W. Krieger has proved in [7] that, if ~: Xp ~ Xo is an isomorphism 

with finite expected code length, then Ae C Ao. The corresponding assertion for 
the F-groups answers a question posed in [10, p. 31]. In this context we also refer 

to the "asymmetric" versions of the Theorems 2.1 and 3.1 discussed in the 

Remarks 2.2 and 3.4, respectively. 

4.7. PROBLEM. Assume that there exists a hyperbolic structure preserving 

isomorphism q~: Xp ~ Xo of the Markov shifts Tp and To. Does there also exist 

an isomorphism which satisfies the hypothesis F.E.? A particularly intriguing 

aspect of this question concerns the /3-functions of the Markov shifts (cf. [14], 

[12]): for every t E R, the value/3p (t) of the/3-function of the Markov shift Tp is 

defined as the maximal eigenvalue of the matrix (P(i, i')', 1 < i, i'<= k) obtained 
by raising all nonzero entries of the matrix P to the power t. The main result in 
[12] sates that /3~ ~/30 whenever there exists an isomorphism of the Markov 
shifts Tp and To which satisfies the hypothesis F.E. (or, more generally, for 

which the functions a *, m ~, a ,  and m*-~ are all finite a.e. - -  cf. [13]). Does the 

existence of a hyperbolic structure preserving isomorphism of the Markov shifts 

also imply that /3p =-/30 or, equivalently, is the /3-function an invariant of the 

hyperbolic structure? For finitary, hyperbolic structure preserving isomorphisms 

this question will be answered affirmatively in [13]. 
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